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Centralized Config — Why

« Managing an environment with 2 or more FMS Servers can be time
consuming due to key challenges:

How to keep the servers in sync

How to make sure that changes made on any of the Foglight Servers are
replicated onto others.

How to avoid human nature’s capacity to forget and make the changes across all
servers.

How to make the FMS administrator more productive by reducing the replication
challenges.

Which servers are to receive the changes when servers are spread out and are
divided into departments, regions, ...
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Centralized Config — Highlights

Easy to deploy

Lots of options

User friendly Ul

Remote Administration of solution across servers

Master Server Synchronization mode

Ability to inject items into clusters

« Automatically syncs changes to many items done on one FMS server to other
servers:

e Creation
 Deletion
« Modification
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Centralized Config — Highlights

Cluster the servers such as a change in the cluster will only impact servers
that are part of that cluster.

Monitor the status of changes from any FMS

Track on which FMS a change happened and when.

Receive alerts on failures.

Obtain and audit trail of all activities.

Flow Injection
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Centralized Config — High Level

FMS Not part of any Cluster (View Only)------

Cluster 1

REST API
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Centralized Config — Use Case 1

« Manage Development and Production separately.
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Centralized Config — Use Case 2
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Centralized Config — Flow
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Centralized Config — Items Synced

« Administrative items:

« Cartridges
 Disabled
 Enabled
* |nstalled
 Uninstalled

« Sync Created, Deleted and Modified for the following items:
 Schedules

Registry Variables

Derived Metrics

Rules

Blackouts
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Presenter
Presentation Notes
Blackouts:
	Only the Newly created and Deleted items are automatically propagated.
	Even though we can detect changes to the Blackout topology object it is not dependable since a topology object can change often which will cause a huge amount of updates across the system that do not necessarily reflect changes in the structure of the blackout.
	Blackouts need to be pushed in order for existing and changed blackouts to be synced to other systems.
	Pushing is easy and can be automated.

The following properties are synched:
name
inheritable
description
scheduleIds




Centralized Config — ltems Synced - Continued

 Agent Properties

« Secondary ASP (Lists used by agents)
 Created
Deleted
Modified

 Default Primary ASP (Default properties for an agent type)
* Modified

» Persistence Policies

« Sync Created, Deleted and Modified for the following items:
« Lifecycle
Retention Policies
Default Lifecycle
« Schemas
 Grouping Policies
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Presenter
Presentation Notes
Secondary ASPs:

	Only lists used by 2 or more agents are propagated. This avoids propagating lists created specifically for one agent. (this is a user customizable setting)
	No changes to default lists are ever propagated.

Primary ASPs

	Only changes to the default properties are propagated. 
	Default ASPs can not be deleted or created as such it is irrelevant for this item.
	Changes to a specific are not propagated since those are private to the agent in question and the agent only exist on one FMS.

Persistence Policies:
	Only the Newly created and Deleted items are automatically propagated.
	There is not a reliable way of detecting when a change happened within FMS as such none of the items are automatically synced.
	The items need to be pushed in order for existing and changes to be synced to other systems.
	Pushing is easy and can be automated.




Centralized Config — ltems Synced - Continued

e Services

« Security Items
« LDAP
* Roles
 Groups
 Users

« WCF Resources
« User Scripts
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Presenter
Presentation Notes
For all the listed items:
	only the Newly created and Deleted items are automatically propagated.
	Items need to be pushed in order for existing and changed items to be synced to other systems.
	Pushing is easy and can be automated.

Services:

Services are synched in a special way, only the following types are tracked:
FSMCategory 
FSMService 
The following properties are synched:
name
shortDesc 
desc 
includeRelatedHosts
perspective
domainAssociationIDs
definition
The definition property is synched in a special and recursive way. 
The engine will sync any FSMService or FSMChildService it encounters within the definition and will recursively scan the definition of each service it syncs for other services as to make sure the complete tree is captured.
Every included service has the above mentioned properties synched.





Centralized Config — Defining Clusters

Centralized Config Cluster Settings

[ @ Join | DB Settings 4.+ Initialize System Unjoin
Cluster Name:

Host Name (FQDN): fms-5756

IP Address: 192.168.8.104

Port: 8080

Praotocol http

Is Master: (1) This server must join a cluster before toggling the master flag.
Is Licensed: YES Join Cluster

Choose or enter the name of the cluster to join:

w
Development -
Production
Join
Worldwide

Cancel
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Centralized Config — Changing Settings

~ Bookmarks Centralized Config Registry Settings - Local FMS
There are no bookmarks
» Homes - Save Undo | ‘S7 Fitler
» Dashboards * Name & Value

w Foglight Servers
® | ocal FMS | Searct O +

- Host Name
4p  fms-593 soso

i

= Configuration
PS0.CentralizedConfig.ConfigVersion

= Debug
PSO.CentralizedConfig.Debug

= Foglight Management Server (FMS)
PS0.CentralizedConfig.FMS.GracePeriod
PS0.CentralizedConfig.FMS. TasksScript. PingRate

= Notification
PS0.CentralizedConfig.Email. Admin

= Sync Engine
PSO.CentralizedConfig.Sync.Administration.Blackouts.Enable
PS0.CentralizedConfig.Sync.AgentProperties. SecondaryASP.MinCount
PS0.CentralizedConfig.Sync.PersistencePolicies. Enable
PS0.CentralizedConfig.Sync.Security.Enable
PS0.CentralizedConfig.Sync.Services.Enable

PSO.CentralizedConfig.Sync.Services. RemoveServicesNotInSource

RRAGERLE

1.0.4.0

false

24
60

true

true
true
true

false

Indicates the version of the Foglight configuration. Depending on the FMS version it may need

Whether or not to enable debug mode in the Centralized Configuration solution

Number of hours that an FMS can be offline and still be considered as online.

Rate in minutes at which the FMS Tasks script should make itself known to be still running. If th

Email address of the Centralized Config administrator

Should Blackouts be synced.
Indicates the minimum usage count a Secondary ASP must have before it is considered for synd
Should Persistence Policies be synced.
Should Security be synced.
Should Services be synced.

When a service is being synced, should services not found in the source service be removed fro
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Centralized Config — Rule Management

¥ Bookmarks
There are no bookmarks
» Homes

» Dashboards
+ Foglight Servers
«> Local FMS |Searct O

v Haost Name
4  fms-593 soeo

Centralized Config Rule Management - http:/ /fms-593:8080

Category [ Title &
= Alerting

= Foglight Management Server
Offline
= Task
Failed
= Automation
Tasks
= Clean Up
Delete Cluster Wide Deleted Items
Delete Cluster Wide Uninstalled Cartridges

Enabled

'Z{ Handles generating an alarm and email if the FMS fails to report within the defined thresholds.

Z{ Handles generating alarms and emails for any failed task on the current FMS.

Define Settings for Rule "PS0O - Centralized Config Failed Task"

Handles generating alarms and emails for any failed task on the current FMS.

- Check the box to enable alarm generation, uncheck to disable.

- Generate Alarm: [

When an alarm is generated what severity should the alarm represent.

Alarm Severity: (4

Check the box to enable email generation, uncheck to disable.
Please note that an email is not generated if "Generate Alarm" is disabled.

Generate Email: £

Comma separated list of email addresses.
Email Recipient: (4 |

Apply

Cancel
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Centralized Config

— Pushing Items

* Bookmarks
There are no bookmarks

¥ Homes
b Dashboards
+ Foglight Servers
® | ocal FMS | Searct O +

v Cluster Host Nan
4F Development fms-593 s

Centralized Config Push Items - Local FMS

r n{:ancel Push ‘ “Security jPersistence Policies

| O

[ ] Blackout

D Lifecycle

[ ] Retention Policy
[ ] Default Lifecycle
[ ] Schema

D Grouping Policy
[ ] Service

D LDAP

[ ] Role

D Group

[ ] User

[ ] User Script
D VM Setting
D Database Password

qii

Select All  Select None Push
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Centralized Config — Inject Items

B Expert View =

+ Bookmarks
There are no bookmarks

» Homes
» Dashboards
* Foglight Servers

&> Local FMS ‘Search

B-]

- Host Name

(® aﬁ fms-593 so0s0

Cluster
Development

M

Centralized Config Ttems To Inject - http:/ /fms-593:8080

| BIEect Items|| Select All Select None Cancel "Inject"
Target Ciug Blackout 3

Cartridge
Database Password
Default Lifecycle
Derived Metric
Group

Grouping Policy
JVM Setting

LDAP

Lifecycle

Primary ASP
Registry Variable
Retention Policy
Role

oy
L)
W1/

Rule

Schedule
Schema
Secondary ASP
Service
Threshold

User

Item Type «

There Is No Data To |
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Centralized Config — Items Not To Sync

¥ Bookmarks
There are no bookmarks
» Homes T c Reload “® Internal ‘ [B Add Ttems (Cluster Level)] BAdd Ttems (FMS Level) | Select All Select None Cancel "Do Not Sync"

4

Centralized Config Items Not To Sync - http:/ /fms-593:8080 [:2] Reports

4l

Not Synchronizable
D Item Type « Blackout ame i

: On Cluster On FMS
+ Foglight Servers ] Cartridge
Cartridge Database Password

= Local FMS Cartridge Default Lifecycle

- Cluster Host Nan Cartridge Derived Metric
4F Development fms-593 s Group
Grouping Policy
JVM Setting
LDAP
Lifecycle
Primary ASP
Registry Variable
Retention Policy
Role
Rule
Schedule
Schema
Secondary ASP
Service
Threshold
User

» Dashboards r

i

Registry Variable

CCCCC

Registry Variable
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Centralized Config — Administration Items

Foglight Servers

b Homes T
» Dashboards v Search P~ =&
v Clusters - Host Marme IP Address Port Last Ping
® & fms 192.168.0.171 8080 7/28/16 5:33 AM
Custer Settings | gReload [sead P -] & @ fms ArRIca 192.168.0.176 8080 7/28/16 5:21 AM
v Cluster Name 'e) & fms_ASIA_L 192.168.0.177 8080 7/28/16 5:22 AM
o T 0 @& fms_AsiA2 102.168.0.178 8080 7/28/16 5:23 AM
L O & fms_AUSTRALIA 192.168.0.179 8080 7/28/16 5:24 AM
® @ Worldwide O @& fmsNAL 192.168.0.180 8080 7/28/16 5:24 AM
O & fmsNA2 192.168.0.181 8080 7/28/16 5:25 AM
O & fmssaA 192.168.0.182 8080 7/28/16 5:25 AM

Viewr by: Administration | Agent Properties | Persistence Policies | Services | Security | WCF Resources

Schedules | Reqistry Variables | Derived Metrics | Thresholds | Rules | Blackouts

Search P~
L4 Hame Wersion State Last User Update
] Active-Directory 5.6.8 Enabled - .
& ApacheAgent 5.6.5 Enabled -
& ApacheMonitor 5.6.5 Enabled -
& Apache-UI 5.6.5 Enabled -
@ ApplicationServers-Common 5.0.7.1 Enabled - | -
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Centralized Config — Agent Properties

L v Foglight Servers

» Dashboards L 4
* Clusters Host lame
fms
frms_AFRICA
fms_ASIA_1
fms_ASIA_2
frs_AUSTRALLA
fms_NA_1
fms_NA_2
frns_SA

Cluster Settings :Relnad Searcdl O ~| =
- Cluster Narme
& Development B
& Production
&  Worldwide

® O O
ONONORONGRONONO)
R CHCE RN CN O

IP Address
192.168.0.171
192.168.0.176
102.168.0.177
192.168.0.178
192.168.0.179
192.168.0.180
192.168.0.181
192.168.0.182

Port
8080

8080
8080
8080
8080
8080
8080
8080

Search D~
Last Ping
7/28/16 5:33 AM
7/28/16 5:21 AM
7/28/16 5:22 AM
7/28/16 5:23 AM
7/28/16 5:24 AM
7/28/16 5:24 AM
7/28/16 5:25 AM
7/28/16 5:25 AM

Secondary ASPs

Agent Type
ActiveDirectory
Apachefgent
DB_Auto_Discovery_Azure
DB_Azure_Database
DB_Azure_Instance

[ N Y T

[ O0AAA «

Deleted

View by: Administration | Agent Properties | Persistence Policies | Services | Security | WCF Resources

Search D~

Last User Update




Centralized Config — Persistence Policies

b Homes - Foglight Servers
¥ Dashboards T Search P~ =
v Clusters - Host Mame IP Address Port Last Ping
(O] @ fms_PROD_1 192.168.0.174 8080 7/28/16 5:19 AM =
Cluster Settings | g Reload |[Seard P -] & O @&  fms_PROD_2 192.168.0.175 8080 7/28/16 5:20 AM
- Cluster Mame
@) (V] Development -
® &  Production
@) (7] WorldWide
View by: Administration | Agent Properties | Persistence Pnlicieaf | Services | Security | WCF Resources
Lifecycles || Retention Policies | Default Lifecycle | Schemas | Grouping Policies
Search L2~ =
- Mame Deleted Last User Update
(V] AccountActivity - -
(V] ActiveAccounts -
& AgentMessages 1 5
& ApplicationConfiguration 1 -
& ApplicationResponseTime 1 -
¥ f = A N P TP Ty [




Centralized Config — Services

X ,_Ilgl:;;smu - % Foglight Servers
b Dashboards - Search P~ &
Y Clusters - Host MName IP Address Port Last Ping
(. 6 frms_DEV_1 192.168.0.172 8080 7/28{16 5:17 AM =
Cluster Settings | grReload [Seard O -| i O &  fms DEV_2 192.168.0.173 8080 7/28/16 5:18 AM
- Cluster Mame
@ @&  Development -
O @&  Production
O @ Vorldwide
View by: Administration | Agent Properties | Persistence Policies | Services | Security | WCF Resources
Search P~ 5
- Topology Type Name Deleted Last User Update
@ FSMCategory Application Servers 1 - | -
& FSMCategory P50 Admin Pack D -
& FSMService P50 Auto Maintenance 1 =
&  FSMService PSO Centralized Config 1 -
& FSMCategory User Host Groups a -
(V] FSMCategory Virtualization -




Centralized Config — Security

b Homes

¥ Dashboards

* Clusters
Cluster Settings :Relnad Searcl 2 -
- Cluster Marme
O &  Development
O & Production
® &  Worldwide

Foglight Servers

- Host Narne IP Address Port
O @& fms 192.168.0.171 8080
0 @ frms_AFRICA 192.168.0.176 8080
) a frms_ASIA_1 192.168.0.177 8080
O @&  fms_ASIA_2 192.168.0.178 8080
@ e frms_AUSTRALIA 192.168.0.179 8080
O @& fms_nAL 192.168.0.180 8080
O @ frms_NA_2 192.168.0.181 8080
O @ frms_SA 192.168.0.182 8080

Search D~
Last Ping
7/28/16 5:33 AM =
7/28/16 5:21 AM
7/28(16 5:22 AM
7/28/16 5:23 AM
7/28/16 5:24 AM
7/28/16 5:24 AM
7/28/16 5:25 AM
7/28(16 5:25 AM

View by: Administration | Agent Properties | Persistence Policies | Services | Security | WCF Resources

LDAP || Roles || Groups || Users

- Mame
& LDAP Default Configuration

Search L2~ =

Last User Update
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Centralized Config — WCF Resources

b Homes

» Dashboards

* Clusters
Cluster Settings | s Reload |Seard O ~
- Cluster Name
O &  Development
O &  Production
® &  wordwide

Foglight Servers

Search Jups z
- Host Mame IP Address Port Last Ping
) 6 frms 192.168.0.171 8080 7/28/16 5:33 AM +
) 6 frns_AFRICA 192.168.0.176 8080 7/28/16 5:21 AM
)] @ frms_ASIA_1 192.168.0.177 8080 7/28/16 5:22 AM
@] e frms_ASIA_2 192.168.0.178 8080 7/28/16 5:23 AM
i e frns_AUSTRALIA 192.168.0.179 8080 7/28/16 5:24 AM
(O] @ frms_MA_1 192.168.0.180 8080 7/28/16 5:24 AM
) 6 frms_MA_2 192.168.0.181 8080 7/28/16 5:25 AM
) 6 frns_SA 192.168.0.182 8080 7/28/16 5:25 AM
View by: Administration | Agent Properties | Persistence Policies | Services | Security | MW CF Remurcesé
Search L~ =
- WCF Module Resource Deleted Last User Update
6 user:foglight ctorage/ coreDashboards-scriptHolder.xml 1 -
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Centralized Config — System Requirements

* Minimum required FMS version

5.9.3
« Supported Databases Minimum Version
Microsoft SQL 2008 (version 10.0.1600 or later)
Oracle 9i R2
MySQL 5.1.45
PostgreSQL 9.4.0
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